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2 Introduction

It is hard to study plasma physics without encountering the effects of Electromagnetic

Ion Cyclotron waves. Solely on the planetary scale, they represent one of the key of

wave-particle interaction in the ionosphere, due to their role on loss processes of

highly energetic electrons [1]. Ranging from 0.1 to 10Hz, they are often linked to

strong auroral effects [2], local and global magnetic structure changes [3], as well as

direct injection [4].

The generation of this waves is caused, in magnetospheric conditions, by a sharp

anisotropy of temperature [5]. Those waves are left hand polarized and we mostly ob-

serve them in parallel propagation in regards to the magnetic field. A mixed medium,

incorporating heavier ions, can induce oblique propagation at the cost of a strong

dampening.

In order to best represent this behaviors, we here study a MHD model includ-

ing different fluid temeperatures and compare it to an event exhibiting strong low

frequency waves.
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3 Theoretical background

When studying electromagnetic waves in low-frequency plasma, we chose a thermal

fluid model because of its ability to capture the essential physics of wave-plasma

interactions in this regime. At low frequencies, electromagnetic waves have long

wavelengths, resulting in slowly oscillating electric and magnetic fields, well above

Debye scales. Charged particles in the plasma, respond to these slow variations by

moving collectively, exhibiting fluid-like behavior. This makes the fluid approximation

particularly suitable, as it focuses on the macroscopic motion of the plasma rather

than the kinetic details of individual particles.

In this context, the thermal-fluid plasma model simplifies the problem by focusing

on bulk quantities such as plasma density, velocity, and temperature, which are essen-

tial for understanding the plasma response to low-frequency electromagnetic fields.

Unlike kinetic models, which track the dynamics of individual particles, the fluid ap-

proach is more effective in capturing the overall plasma behavior at these frequencies,

and lightening significantly the calculations.

In addition, thermal effects, such as pressure and temperature gradients, play an

important role in influencing plasma dynamics at low frequencies. The thermal fluid

model incorporates these effects through energy equations, providing a more accu-

rate representation of key phenomena such as heat conduction and energy exchange

between particles. These processes are often essential for understanding wave prop-

agation, damping, and plasma stability under low-frequency oscillations.

This model also aligns with the principles of magneto hydrodynamics (MHD), a

framework that describes the behavior of magnetized fluids. MHD theory is partic-

ularly relevant for the study of low-frequency waves such as Alfvén waves or mag-

netosonic waves, where both fluid dynamics and magnetic effects are central. The

thermal fluid model, by including temperature and pressure effects, extends the MHD

approach, making it well suited to the analysis of complex interactions between elec-

tromagnetic waves and plasma in real-world scenarios.

Of course, the elementary equations hence are the Lorentz Equation:

dp⃗

dt
= m.

dv⃗

dt
= q.(E⃗ + v⃗ × B⃗) (1)

As well as the Maxwell equations:

∇⃗.E⃗ =
ρ

ϵ0
=

e(ni − ne)

ϵ0
(2)
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∇⃗.B⃗ = 0 (3)

∇⃗ × E⃗ = −∂B⃗

∂t
(4)

∇⃗ × B⃗ = µ0j⃗ + ϵ0µ0
∂E⃗

∂t
(5)

Combining 1 with the Navier Stokes equations, we obtain a set of equations such

as :

∂nj

∂t
+∇.(njVj) = 0 (6)

mjnj

(
∂Vj

∂t
+ (Vj.∇)Vj

)
= ϵjenj(E + Vj ×B)−∇Pj (7)

Pj = P0,j

(
nj

no,j

)γj

(8)

This highly nonlinear equation isn’t very exploitable, as such we can consider a

perturbation for any quantity Q such as :

Q = Q0 + δQ (9)

Without narrowing of cases, we consider B⃗0 = (0, 0, B0). Exploring only the first

harmonic solutions, we obtain :

δQ(ω, k) = δQexp(−iωt+ ikxx+ ikzz) (10)

Using maxwell euqatios, this leads to :

n× n× δE +K.δE = 0 (11)

Taking into account the mass conservation equation, we obtain :

δnj =
nj

ω
(kxδVx,j + kzδVz,j) (12)

Then, by linearizing the mass conservation equations for each species, as found in

[6],we can obtain finally :
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δVx,j =
e

mjDj

(iϵjω(ω
2 − γjv

2
jk

2
z)δEx − Ωcj(ω

2 − γjv
2
jk

2
z)δEy + iϵjωγjv

2
jkxkzδEz) (13)

δVy,j =
e

mjDj

(Ωcj(ω
2 − γjv

2
jk

2
z)δEx + iϵjω(ω

2 − γjv
2
jk

2)δEy + Ωcjγjv
2
jkxkzδEz) (14)

δVz,j =
e

mjDj

(iϵjωγjv
2
jkxkzδEx −Ωcjγjv

2
jkxkzδEy + iϵjω(ω

2 −Ω2
cj − γjv

2
jk

2
x)δEz) (15)

With :

Dj = ω2(ω2 − γjν
2
j k

2)− Ω2
cj(ω

2 − γjν
2
j k

2
z) (16)

The dispersion relationship of the wave hence becomes, using 11:

 Kxx − n2
z Kxy Kxz + nxnz

−Kxy Kyy − n2 Kyz

Kxz + nxnz −Kyz Kzz − n2
x


δEx

δEy

δEz

 = 0 (17)

With:

Kxx = 1−
∑
j

ω2
pj(ω

2 − γjν
2
j k

2
z)

Dj

(18)

Kxy = −
∑
j

iϵj
ω2
pjΩcj(ω

2 − γjν
2
j k

2
z)

ωDj

(19)

Kxz = −
∑
j

ω2
pjγjν

2
j kzkz)

Dj

(20)

Kyy = 1−
∑
j

ω2
pj(ω

2 − γjν
2
j k

2)

Dj

(21)

Kyz =
∑
j

iϵj
Ωcjω

2
pjγjν

2
j k

2

Dj

(22)

Kzz = 1−
∑
j

ω2
pj(ω

2 − Ω2
cj − γjν

2
j k

2
x)

Dj

(23)

The solvabitlity of the system is conditioned by the nullity of it’s determinant :(
K2

xx − n2
z

) [(
Kyy − n2

) (
Kzz − n2

x

)
+K2

yz +Kxy

[
Kxy

(
Kzz − n2

x

)
+Kyz (Kxz + nxnz)] + (Kxz + nxnz)[

KxyKyz −
(
Kyy − n2

)
(Kxz + nxnz)

]
= 0.

(24)
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In order to solve this system, we use matlab native solving method in order to

obtain the solution map, the trust region dogleg algorithm, as dispersion relations

can pose significant challenges due to their nonlinear nature and the potential for

multiple singularities.

The combination of the use of the trust region framework, which limits steps

to a bounded region to maintain stability, and the dogleg method, which optimally

combines steepest descent and Newtonian steps for efficient convergence. This dual

approach makes the algorithm particularly suited to navigate the complex solution

landscapes typical of dispersion relations. One of the main challenges have been to

optimize those two parameters in order to maintain efficiency while creating a mini-

mal amount of artificial singularities [7].

In this problem where the dispersion relation is ill-conditioned, with abrupt tran-

sitions, the trust region dogleg algorithm offers great robustness compared to others

heavier methods, offering a balance between fast initial convergence via gradient

descent and fast final convergence via Newton’s method.

4 Results

In order to observe the first effects of the change in composition, we first observe

the Alfven propagation, lowest frequency of our model. We’ve chosen, in the case

of mixed phases, plasmic values similar to the first event described later in part 5,

with however a strong 50-50 share between hot and cold ions. Alfven propagation

is usually limited to parallel propagation with transverse perturbation of the electric

field. Here, we can consider that an hybridation is observed with magnetosonic modes

allows it to travel obliquely.
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Figure 1: Relative strength of the X, Y and Z component, from left to right, of the
electric field perturbation for a single protonic phase

Figure 2: Relative strength of the X, Y and Z component, from left to right, of the
electric field perturbation for a hot and a cold protonic phases

In Fig.1 and Fig.2, we observe the different share that each direction of the elec-

tric field. We can observe a change in the phase speed value (defined as the local

derivative of frequency in a given direction of propagation), most notably at higher

wave numbers.

Moreover, it is visible that under conditions of higher oblique propagation, the

electric field generates points at weaker magnetosonic perturbations in a mixed-phase

plasma compared to a simple-phase plasma. This disparity is primarily due to the
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presence of hot ions in the mixed phase. These hot ions possess considerably higher

thermal velocities and stronger inertia, making it much more difficult for the electric

field to displace them from their natural gyration around the magnetic field lines, in

contrast to their cooler counterparts in a simple-phase plasma. The increased inertia

of the hot ions effectively resists the perturbations, reducing the overall efficiency of

energy transfer from the electric field to the magnetosonic waves. As a result, the

protons in the mixed-phase plasma are harder to push out of their guiding-center mo-

tion, leading to enhanced wave-particle interactions that manifest as strong damping

of the magnetosonic waves.

Figure 3: Speed of protons in a hot cold mix. Top row is the hot protons speeds,
bottom row is the cold protons, in direction X, Y, Z from left to right

We also observe that the velocity distribution among protons is unevenly shared,

even in cases where the plasma contains an equal number of hot and cold protons.

The hot protons, because of their higher thermal energy, exhibit greater mobility

compared to their cooler counterparts.

We can note that changes in the parallel wave number result in minimal vari-

ations in the overall ion speed. This suggests that the speed of wave propagation

is relatively insensitive to variations in the parallel component of the wave vector,

with the primary influence being exerted by the temperature distribution and corre-
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sponding mobility of the particles. The presence of hot protons not only skews the

velocity distribution but also stabilizes the wave speed, making it less susceptible to

alterations in the parallel wave number, and possibly less dampened.

As specified earlier, we so far only focused on the Alfven wave modes allowed

by this dispersion model, as it was the most accessible. However, the initial code

developed aimed at highlighting all the modes.

Figure 4: Dispersion relation of a cold ion plasma, and density fluctuation value

Figure 5: Dispersion relation of a dual ion temperature plasma, and density fluctua-
tion value

As we can notice on this figures, it is hard to decipher the continuity of each

modes. The solving method being only loosely dependant on the adjacent points,

we can’t easily isolate each continuous mode. Different methods to do so have been

considered, although lack of time made it so they are still hypothetical.
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5 Measurements and events

The Magnetospheric Multiscale (MMS) mission, launched by NASA in 2015, repre-

sents a landmark in space science, specifically designed to study the micro physics

of magnetic reconnection, turbulence, and particle acceleration in the Earth’s mag-

netosphere. The mission consists of four identical spacecraft flying in a tetrahedral

formation, enabling high-resolution, three-dimensional measurements of the plasma

environment. This unique configuration allows MMS to capture the rapid and dy-

namic processes occurring in Earth’s magnetosphere, especially those driven by mag-

netic reconnection, a fundamental process that converts magnetic energy into kinetic

and thermal energy in space plasmas.

In this study, we will focus on the tracking of low frequency waves, directly track-

able by on field instruments. The Magnetospheric Multiscale mission utilizes different

measurement techniques to capture high-resolution data on particle behavior. One

of the key limitations being satellite-earth data communication, we only have ac-

cess to the highest resolutions during significant events. Among these instruments is

the Fly’s Eye Energetic Particle Sensor (FEEPS), a system of silicon solid-state detec-

tors designed to measure the energy of electrons. Each spacecraft is equipped with

two FEEPS units, with individual detectors arranged in such a way that they provide

18 different viewing angles simultaneously. This configuration, resembling the com-

pound eye of a fly, allows MMS to capture comprehensive, multi-directional data on

energetic electron populations in space.

In addition to FEEPS, the mission is also equipped with an Energetic Ion Spec-

trometer (EIS), which measures both the energy and total velocity of detected ions to

determine their mass. The EIS can distinguish between different ion species, such as

helium and oxygen ions, particularly at higher energy levels than those detectable by

the Hot Plasma Composition Analyzer (HPCA).

On October 24, 2015, the Magnetospheric Multiscale mission captured signifi-

cant data while crossing the magnetopause multiple times near the dayside magne-

tosphere. During this period, the spacecraft observed large-scale wave events, which

were accompanied by magnetic and electric field fluctuations. Notably, from 15:27:25

UT onwards, low-frequency magnetic field oscillations, peaking around 0.35 Hz, were

detected. These oscillations indicate the presence of large-scale wave activity, likely

related to magnetic reconnection occurring at the magnetopause. The ion velocity

data recorded by MMS also revealed flows consistent with reconnection, further sug-

gesting that these low-frequency waves were generated by this large-scale event.
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Figure 6: Measurement sequence extracted from [8], "(a) Magnetic field in GSE coor-
dinates. (b) Electric field in GSE coordinates. (c) (black) Numberdensities of all ions
from FPI, (blue) electrons from FPI, (red, green, and gray), and heavy ions (He+,
He2+, and O+) from HPCA. (d) FPI ion velocity in GSE coordinates. (e) (color) FPI
ion differential energy flux (DEF), (black) equivalent E × B energy for protons, (blue)
perpendicular ion temperature , (green) parallel ion temperature . (f) FPI electron
DEF, (blue) perpendicular electron temperature , (green) parallel electron tempera-
ture . (g) (color) Magnetic field spectrogram, (black) H + cyclotron frequency, (blue)
He+ cyclotron frequency. FPI, fast plasma investigation; GSE, geocentric solar eclip-
tic; HPCA, hot plasma composition analyzer; MMS, magnetospheric multiscale. "
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The electric field measurements during this period showed fluctuations associated

with separatrix crossings, indicating interactions at the magnetospheric boundaries.

Additionally, particle measurements revealed a complex plasma environment with a

mixture of cold and hot ion populations. These ion populations, including protons,

helium, and oxygen ions, exhibited energy fluctuations in response to the wave ac-

tivity. The cold ion population, in particular, showed periodic energy changes as it

interacted with the low-frequency waves. Meanwhile, electron measurements indi-

cated density fluctuations that were more pronounced for cold protons compared to

hot protons, suggesting that the cold ion population was more affected by the wave

perturbations.

Using our precedent model, we can try and input the conditions of this event in

our MHD wave dispersion model to estimate it’s validity. The largest issue being the

quantification of temperature populations, it should be pointed out that it’d be wiser

to elaborate a denser routine, including an automatic binning of energy spectrum,

creating hence a true j-fluid model (and not only 3 fluids) with population obtained

by integration of the averaged over time spectrum. This method however is less

meticulous if we take into account the necessity of global neutrality, specially at those

low frequency scales.

However, we can estimate that the speed variations along the x-axis, at those,

would be of 12.3 km/s on the Alfven wave, not including doppler shift. This would

seem realistic according to the measurements of panel (d).

This can lead us to consider cross referencing these results on a larger scale,

and have been the latest focus of this internship, although have not converged fast

enough.

The model accuracy would have been measured by the error on the temperature

oscillations and the speed of ions. Variations in ion temperature can lead to different

resonance conditions, altering the coupling between the ions and the electromagnetic

fields, and thus allow us to quickly discriminate modes. For instance, hotter ions

exhibit stronger inertia, which can modify the wave-particle interaction dynamics,

affecting both the amplitude and the frequency spectrum of the EMIC waves.

Similarly, the speed of ions, particularly the bulk flow velocity, is crucial for ac-

curately modeling the phase speed and growth rate of waves. The relative motion

of ions with respect to the wavefront determines the efficiency of energy transfer be-

tween the wave and the particles. Therefore, using accurate ion temperature and

velocity data ensures that the model reflects the true plasma conditions, allowing for

precise predictions of EMIC wave characteristics, including their spatial distribution
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and temporal evolution in various magnetospheric regions. Combining this with an

eploitation of the four MMS spacecraft in order to estimate the dampening, we could

envision assessing other wave parameters.

6 Conclusion

The first results of our wave dispersion model appear promising, demonstrating con-

sistency with the theoretical framework and aligning with the trends recorded in the

data. These preliminary results allow that our model has successfully captured key

aspects of wave-particle interactions in the plasma environment. The integration of

ion temperature, velocity, and plasma physical characteristics has laid a solid founda-

tion for further refinement. However, while these first results are encouraging, they

represent only the beginning of a much larger effort needed to ensure the accuracy

and robustness of the model.

Much work remains to be done to optimize the model and correlate it more accu-

rately with experimental and observational data. Improved calibration of input pa-

rameters, such as ion distributions and magnetic field strength, is needed to achieve

better alignment with real-world measurements.Further validation against diverse

datasets under different magnetospheric conditions is necessary to confirm the reli-

ability of the model in a range of scenarios. This continued effort to bridge the gap

between theoretical predictions and observed phenomena will be crucial to ensure

that the model can be used with confidence in practical applications, such as space

weather prediction.

Moreover, phase relationships between wave components have been largely ne-

glected in current work, despite their essential role in identifying and characterizing

wave modes. Understanding phase dynamics is essential to distinguish between dif-

ferent wave types and to accurately model wave growth and damping processes. In

the future, it will be necessary to integrate more detailed analysis of phase elements

to improve the model’s ability to accurately predict wave behavior. Filling this gap

will not only improve the accuracy of the wave dispersion model, but also deepen

our understanding of the complex interactions that govern plasma wave dynamics in

space.
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